ON $b$-ORTHOGONALITY IN 2-NORMED SPACES
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Abstract. In this note we discuss the concept of $b$-orthogonality in 2-normed spaces. We observe that this definition of orthogonality is too loose, so that every two linearly independent vectors are $b$-orthogonal.

1. Introduction

Let $X$ be a real vector space with dim($X$) $\geq$ 2. A real-valued function $\|\cdot, \cdot\| : X \times X \rightarrow \mathbb{R}$ is called a 2-norm on $X$ if the following conditions hold:

(1) $\|x, y\| = 0$ if and only if $x, y$ are linearly dependent.

(2) $\|x, y\| = \|y, x\|$ for all $x, y \in X$.

(3) $\|\alpha x, y\| = |\alpha|\|x, y\|$ for all $\alpha \in \mathbb{R}$, $x, y \in X$.

(4) $\|x, y + z\| \leq \|x, y\| + \|x, z\|$ for all $x, y, z \in X$.

The pair $(X, \|\cdot, \cdot\|)$ is then called a 2-normed space.

For example, let $(X, \langle\cdot, \cdot\rangle)$ be an inner product space of dim($X$) $\geq$ 2. Define the function $\|\cdot, \cdot\|_S$ on $X \times X$ by

$$\|x, y\|_S := \left| \frac{\langle x, x \rangle \langle x, y \rangle \langle y, x \rangle \langle y, y \rangle}{\|x, x\| \|x, y\| \|y, x\| \|y, y\|} \right|^{\frac{1}{2}}.$$  

One may check that $\|\cdot, \cdot\|_S$ satisfies all conditions of 2-norm above. We call this the standard 2-norm on $X$.

The 2-norm concept was initially introduced by Gähler in 1960’s [3]. Since then, many researchers have developed and obtained various results, see for instance [4, 5, 6, 10]. In addition, this concept has a close relation to the so called 2-inner products (and, in general, $n$-inner products) [2, 12].

Geometrically, a 2-norm function generalizes the concept of area function of parallelogram due to the fact that, in the standard case, it represents the area of the usual parallelogram spanned by the two associated vectors. Observe that in a 2-normed space we have $\|x, y\| = \|x + \alpha y, y\|$ for any $\alpha \in \mathbb{R}$.

In a normed space one has different formulation for orthogonality between two vectors. At least, there are three well-known definitions of orthogonality, namely phytagorean orthogonality, isosceled orthogonality, and Birkhoff-James orthogonality [13]. In an inner product space, the three definitions are equivalent to the usual orthogonality.
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As well as in normed spaces, some researchers have studied the concept of orthogonality in 2-normed spaces. For instance, inspired by phytagorean, isosceled, and Birkhoff-James orthogonality, Khan and Siddiqui [9] defined orthogonality in 2-normed spaces as follows. Let \((X, \| \cdot \|)\) be a 2-normed space, and \(x, y \in X\).

(A1) \(x \perp^P y \iff \|x, z\|^2 + \|y, z\|^2 = \|x+y, z\|^2\) for all \(z \in X\).

(A2) \(x \perp^I y \iff \|x - y, z\| = \|x+y, z\|\) for all \(z \in X\).

(A3) \(x \perp^{B_J} y \iff \|x, z\| \leq \|x + \alpha y, z\|\) for all \(\alpha \in \mathbb{R}, z \in X\).

See also [1] for related definition in 2-inner product spaces.

In [7], Gunawan et al. showed that this definition is ‘too tight’ so that one cannot find two nonzero vectors \(x\) and \(y\) that are orthogonal in the standard case. They revised the notion of orthogonality as follows.

(B1) \(x \perp^P y \iff\) there exists a subspace \(V \subseteq X\) with \(\text{codim}(V) = 1\) such that 
\[\|x, z\|^2 + \|y, z\|^2 = \|x+y, z\|^2\] for all \(z \in V\).

(B2) \(x \perp^I y \iff\) there exists a subspace \(V \subseteq X\) with \(\text{codim}(V) = 1\) such that 
\[\|x - y, z\| = \|x+y, z\|\] for all \(z \in V\).

(B3) \(x \perp^{B_J} y \iff\) there exists a subspace \(V \subseteq X\) with \(\text{codim}(V) = 1\) such that 
\[\|x, z\| \leq \|x + \alpha y, z\|\] for all \(\alpha \in \mathbb{R}, z \in V\).

Recently, inspired by Birkhoff-James orthogonality, Mazaheri et al. [8, 11] introduced the concept of \(b\)-orthogonality as follows.

(C) \(x \perp^b y \iff\) there exists \(b \in X\) with \(\|x, b\| \neq 0\) such that 
\[\|x, b\| \leq \|x + \alpha y, b\|\] for all \(\alpha \in \mathbb{R}\).

If we compare this definition to that in B3, the required condition for \(b\)-orthogonality is weaker. We shall see some facts concerning this concept and finally, by our investigation, we show that this definition is ‘too loose’.

2. Main Results

Let \(X = \mathbb{R}^3\) be equipped with the Euclidean inner product, and \(\| \cdot \|_S\) denote the standard 2-norm on \(X\). Consider the following vectors \(x = (2, 0, 0), y = (1, 1, 1)\) and \(b = (1, 1, 0)\). By immediate evaluation, we have \(\|x, b\|_S^2 = 4\) and \(\|x + \alpha y, b\|_S^2 = 4 + 2\alpha^2\) for every \(\alpha \in \mathbb{R}\). We conclude that \(x \perp^b y\) but \(x \not\perp y\) in the usual sense (that is, with respect to the inner product). Thus, in this space, the notion of \(b\)-orthogonality is not equivalent to the usual orthogonality.

The following is a characterization of \(b\)-orthogonality in 2-normed space in general.

**Theorem 1.** Let \(X\) be any 2-normed space and \(x, y \in X \setminus \{0\}\). Then, \(x \perp^b y\) if and only if \(\|x, y\| \neq 0\).

**Proof.** We first prove the sufficient condition. Suppose that \(x, y \in X\) where \(\|x, y\| \neq 0\) or equivalently, \(y \neq kx\) for any \(k \in \mathbb{R}\). By choosing \(b = y\), we have \(\|x + \alpha y, b\| = \|x, b\|\) for all \(\alpha \in \mathbb{R}\). Thus we find that \(x \perp^b y\).

To prove the necessary condition, take \(x \in X\) and \(y = kx\) for some \(k \in \mathbb{R} \setminus \{0\}\). Then, for any \(b \in X\) with \(\|x, b\| \neq 0\), we have \(\|x + \alpha y, b\| = |1 + k\alpha| \cdot \|x, b\| < \|x, b\|\) for some \(\alpha \in (-\frac{2}{|k|}, \frac{2}{|k|})\). Therefore, \(x \not\perp^b y\). \(\square\)
Based on this theorem, we observe that any two linearly independent vectors \( x, y \) in 2-normed space of any dimension satisfy \( x \perp^b y \) and \( y \perp^b x \). In this regard, we see that the definition of \( b \)-orthogonality is too loose.

Let us now try to fix the situation by tightening a bit the condition for the orthogonality. Suppose that for \( x \) and \( y \) to be \( b \)-orthogonal, we require that there must exist \( b \in X \) with \( \| x, b \| \neq 0 \) and \( \| y, b \| \neq 0 \) such that

\[
\| x + \alpha y, b \| \leq \| x, b \| \quad \forall \alpha \in \mathbb{R}.
\]

We see that with this new condition, the necessary part of Theorem 1 still holds. What remains is to check the sufficient part, that is, if \( \| x, y \| \neq 0 \) implies \( x \perp^b y \).

In the two-dimensional case, we have the following observation. Suppose that \( b = cx + dy \) for some nonzero scalars \( c \) and \( d \). Then, we have

\[
\| x + \alpha y, b \| = \| x + \alpha y, cx + dy \|
\]

\[
= \| x + \alpha y, x + (d/c)y \| |c|
\]

\[
= \| x + \alpha y, x + \alpha y + (d/c - \alpha)y \| |c|
\]

\[
= \| x + \alpha y, (d - \alpha c)y \|
\]

\[
= \| x, (d - \alpha c)y \|, \quad \text{whenever} \quad \alpha \neq d/c.
\]

Now we always can find \( \alpha \) such that \( \alpha \neq d/c \) and \( \| x, (d - \alpha c)y \| < \| x, b \| = \| x, dy \| \).

This tells us that in a two-dimensional space, any two vectors are not \( b \)-orthogonal.

Let us now turn to the space of dimension \( d \geq 3 \). Here we may try to look for \( b \not\in \text{span}\{x, y\} \) which satisfies the above condition. Our next observation shows that the new definition is still too loose, for in the standard 2-normed space we find that any two linear independent vectors are \( b \)-orthogonal.

To see this, let \((X, \langle \cdot, \cdot \rangle)\) be an inner product space of dimension \( d \geq 3 \). We define the standard 2-inner product on \( X \) by

\[
\langle x, y | z \rangle := \begin{vmatrix} \langle x, y \rangle & \langle x, z \rangle \\ \langle z, y \rangle & \langle z, z \rangle \end{vmatrix}.
\]

Note that \( \| x, z \|_s := \langle x, x | z \rangle \) is the standard 2-norm discussed earlier. In connection with \( b \)-orthogonality, we have the following fact.

**Fact 2.** \( \| x, b \|_s \leq \| x + \alpha y, b \|_s \) for all \( \alpha \in \mathbb{R} \) \( \Leftrightarrow \) \( \langle x, y | b \rangle = 0 \)

*Proof. (\( \Leftarrow \)) If \( \langle x, y | b \rangle = 0 \), then

\[
\| x + \alpha y, b \|_s^2 = \langle x + \alpha y, x + \alpha y | b \rangle
\]

\[
= \| x, b \|_s^2 + 2\alpha \langle x, y | b \rangle + \alpha^2 \| y, b \|_s^2
\]

\[
\geq \| x, b \|_s^2.
\]

for all \( \alpha \in \mathbb{R} \).

(\( \Rightarrow \)) Suppose that \( \| x, b \|_s \leq \| x + \alpha y, b \|_s \) for all \( \alpha \in \mathbb{R} \). Then

\[
2\alpha \langle x, y | b \rangle + \alpha^2 \| y, b \|_s^2 \geq 0
\]

for all \( \alpha \in \mathbb{R} \). This is true only when \( \langle x, y | b \rangle = 0 \). (For otherwise, there will be some value of \( \alpha \) for which \( 2\alpha \langle x, y | b \rangle + \alpha^2 \| y, b \|_s^2 < 0 \).) \( \square \)
This fact suggests us that obtaining \( b \) satisfying \( \langle x, y | b \rangle = 0 \) is equivalent to having \( x \perp_b y \). Our next theorem is the following.

**Theorem 3.** Let \( X \) be equipped with standard 2-norm and \( 0 \neq x, y \in X \). If \( \|x, y\| \neq 0 \) then there exists \( b \in X \) such that \( \langle x, y | b \rangle = 0 \).

**Proof.** Suppose that \( x, y \in X \) where \( \|x, y\| \neq 0 \) or equivalently, \( y \neq kx \) for any \( k \in \mathbb{R} \). If \( \langle x, y \rangle = 0 \), we only need to take \( b \) such that \( \langle x, b \rangle = 0 \) or \( \langle y, b \rangle = 0 \) to obtain \( \langle x, y | b \rangle = 0 \).

Suppose now that \( \langle x, y \rangle \neq 0 \). Using the fact that \( \langle x, y | b \rangle = 0 \) implies \( \langle \lambda x, \mu y | b \rangle = 0 \) for any \( \lambda, \mu \in \mathbb{R} \), we may assume that \( \|x\| = \|y\| = 1 \). Now suppose that \( z \perp \text{span}\{x, y\} \) and \( \|z\| = 1 \), and consider \( b := x \pm y + \beta z \). Then, we have

\[
\|b\|^2 = 2 \pm 2 \langle x, y \rangle + \beta^2.
\]

By the definition of the standard 2-inner product, one may observe that

\[
\langle x, y | b \rangle = \langle x, y \rangle \|b\|^2 - \langle x, b \rangle \langle b, y \rangle = 0 \iff \beta^2 = \pm \frac{1 - \langle x, y \rangle^2}{\langle x, y \rangle}.
\]

We choose the sign to be the same as the sign of \( \langle x, y \rangle \), so that \( \pm \langle x, y \rangle \) is definite positive. Therefore, we can choose the value of \( \beta \) from the above equation to obtain \( b \) for which \( \langle x, y | b \rangle = 0 \). \( \square \)

**3. Concluding Remark**

Our results show that the notion of \( b \)-orthogonality introduced by Mazaheri and used in his other papers is too loose, in the sense that talking about two \( b \)-orthogonal vectors amounts to talking about two linearly independent vectors. We further show that even if we add a requirement that the vector \( b \) must also be linearly independent on \( y \), the situation is the same in the standard 2-normed space of dimension \( d \geq 3 \).

With our results, one should therefore rethink: what is the use of \( b \)-orthogonality if it is nothing more than asking whether two vectors are linearly independent or not. The use of the existential quantor in the condition is clearly inappropriate. As an alternative, one should use the universal quantor, as in [7]. In fact, Gunawan et al. have shown that their definition of orthogonality in 2-normed spaces, when restricted to the standard case, is equivalent to the usual orthogonality (with respect to the given inner product).
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